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The agreement between the estimates and  an independently calculated value of the 
activation energy, and the least squares criterion, have been used as alternative criteria 
for discriminating between rivalling kinetic models of the non-isothermal  decomposi- 
tion of a solid. It  is shown that  the two criteria are in good agreement when the data 
embrace a wide range of thermal curves with different heating rates. 

The conditions are discussed for determination of the most  accurate and  precise 
estimates of the activation energy and the other model parameters by the non-l inear 
estimation approach.  

The discussion is supported by calculations performed on experimental results of 
dehydrat ion of CAC204 ' H~O and  Ba(IOz)~ �9 HzO. 

Determination of the activation energy and other kinetic parameters of thermal 
decomposition of solids from thermogravimetric experiments can be defined as 
a problem of model identification. Different methods of identification used by 
various authors [1, 2] require specific types of data, collected under special ex- 
perimental conditions, e.g. differential or integral data from isothermal runs or 
from runs conducted at constant heating rate. As a rule, individual methods are 
valid only for selected forms of kinetic models. 

The development of various methods for identification of decomposition models 
stemmed from a desire to simplify laborious procedures for mathematical process- 
ing of experimental results. However, in the elaboration of these methods some 
assumptions were made that are difficult to fulfil in real experiments, e.g. linear 
temperature rise. 

Nowadays the advance in numerical, computer-oriented methods, such as the 
non-linear least squares, maximum likelihood, quasi-linearization and others 
[ 3 - 5 ] ,  allows one to overcome the computational problems of identification. 
Effective optimization procedures are capable of handling models of any com- 
plexity. The problem is how to choose from among the various possible models. 
the one that would be applicable over the widest range of experimental conditions. 

The criteria for the planning of experiments have also undergone some changes. 
Instead of the experiments being planned to make the measurement data fulfil 
the assumptions of a simplified method for data treatment, the experiments are 
now designed to provide the maximum volume of information on individual param- 
eters. It is important that studies be carried out under experimental conditions 
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that allow one to determine the most accurate, precise and least correlated estim- 
ates of model parameters. 

Here, we use a method for estimating the activation energy from non-isothermal 
data without considering the form of the kinetic model. The activation energy 
found in this way is subsequently used as a reference value for discriminating 
between various thermal decomposition models. Having such a reference value 
and a selected approximate kinetic model, we then discuss how the range of ex- 
perimental data and the accuracy of the model affect the estimates of the acti- 
vation energy calculated by non-linear estimation. 

Theoretical analysis 

For the thermal dissociation of a solid, represented by the equation 

A s --+ B~ + Cg (1) 

the degree of conversion may be defined by the formula 

= mc/m~o o (2) 

where m c = mass loss of the sample at time t (mass of the gaseous product C 
released), and m : ~  = total mass loss of the sample during decomposition. 

In the general form, the rate of thermal decomposition may be represented by 
the kinetic model 

= k 0 exp ( - E / R T ) f ( ~ )  (3) 

in which k 0 = pre-exponential factor, E = activation energy, R = gas constant, 
f(e)  = function depending on reaction mechanism, and ~ = d~/dt  = decompo- 
sition rate. 

The value of the activation energy in Eq. (3) can be estimated simply from the 
differential (i.e. reaction rate vs. time) data by non-linear least squares method. 
Similar methods, but involving intergration of the rate squation, can be used 
to determine the activation energy from integral (i.e. conversion vs. time) data 
[4]. In both cases, to estimate the activation energy it is necessary to assume a 
functional form f(~) for the reaction mechanism, which is an additional source 
of error in estimation. 

However, by performing the experiments at several heating rates and by proper 
grouping of the data it is possible to separate the information on activation energy 
from that on f(c0, and consequently to estimate the activation energy without 
considering the form of function f(e). The idea was presented by Anderson [6] 
and by Friedman [7], and was recently discussed by Merzhanov et al. in a survey[8] 

For experimental data that are grouped with respect to the values ~ of the con- 
version degree, taken from thermal curves recorded at different heating rates, 
Eq. (3) assumes the following form 

~ij = k0  exp ( - E j / R T ~ j ) f ( ~ , )  (4) 
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where subscript i = 1, 2 . . . .  denotes the sequential experimental runs, i.e. the 
sequential thermal curve subscript j -- 1, 2 , . . .  denotes the reading of d and T 
at a time when e --= c~i, and E i = activation energy at the conversion degree e!. 

For  a fixed j,  i.e. for a fixed conversion degree % = const., Eq. (4) may be re- 
written as 

~i -- exp ( -E/RTi)  c (5) 

~where c = const. 
The fixed subscriptj  is dropped from the terms ~i, Ti and E to make the notation 

more clear, but it is understood that the equation holds for the data selected 
according to the given value of the conversion degree. 

Provided the data are collected from several runs performed at different heating 
rates, the activation energy may be estimated from Eq. (5) for any given conver- 
sion degree, without considering the reaction mechanism and its functional form 

f(~). If the activation energy does not depend, within the limits of estimation error, 
on the value of the conversion degree, the estimation can be carried out on all 
the experimental data simultaneously, according to the equation 

c~ij = exp (-E/RTij) c~ (6) 

in which c i = kof(~.). 
The initial guesses of activation energy for an iterative, non-linear regression 

procedure can be found by ihe linear least squares method from Eqs (7) and (8), 
which are the logarithmic versions of Eqs (5) and (6), linear with respect to the 
estimated activation energy 

i n  ((~1) : - - - l~ /RZi  "~- In  c ( 7 )  

In (~ij) = -E/RTii  + In q .  (8) 

If a theoretically based functional form forf (e)  is known, the activation energy 
togetlher with the function parameters can be estimated directly from Eq. (3). 
In that case, it is not necessary to group the experimental data. However, the pre- 
cision of  the estimation depends on the adequacy of the function f(e), and the 
estimates of the activation energy are correlated with the estimates of the function 
parameters. Unless the data embrace a very wide range of different heating rates, 
a poorly-assumed reaction mechanism may cause a serious error in the estimate 
of the activation energy. Estimating the activation energy on the basis of one 
experimental run is justified only when the adequacy of the assumed reaction 
mechanism under given experimental conditions is unquestionable. 

Experimental 

In experiments, the mass loss of the sample and temperature were recorded in 
the thermal curves TG and T, respectively. By reading the values of  TG and T 
at given time intervals, the set of data m~(t) and T(t) was assembled. From these 
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data, the values of the conversion degree as a function of time c~(t) were calculated 
using Eq. (2). Finally, the rates ~(t) were obtained by numerical differentiation 
and smoothing of the data e(t). 

The set of data c~(t), ~(t) and T(t) read at arbitrarily chosen moments t i ( j  = 
= 1, 2 , . . . )  is a basic set for the estimation of the activation energy. However, 
if the activation energy is to be estimated without assuming the functional form 
of  f(e), several sets of data are needed with identical values of the conversion 
degree at corresponding points, i.e. 

~(tij ) = ~(tkj ) or aij = ~ki = Cq (9) 

where subscripts i, k denote different thermal curves and subscript j denotes a 
sequential measurement point. 

These data are easily assembled by reading or interpolating the measurements at 
the moments, different for different experimental runs, corresponding to given 
values of the conversion degree. 

An example of the data converted according to the described procedure is given 
in Table 1. For the nine values of the conversion degree cq(j = 1 . . . .  ,9) listed 
in column 1, the respective values of temperature Tij and decomposition rate aij 
(i = 1, 2, 3) were read off three curves recorded at three different heating rates 
(see next section). The measurement times are not listed in the Table because 
they are not essential to the proposed method. 

Dehydration of  CaCzO~ �9 HzO. Estimation of  the average 
activation energy value 

The activation energy of CaC20~ " H20 dehydration was estimated from three 
thermal curves recorded at three heating rates (2.3, 7.4 and 14.8~ on a MOM 
P a u l i k - P a u l i k - E r d e y  derivatograph. The samples, with initial mass 270 mg, 
were heated in a standard platinum crucible under a static air atmosphere. 

The estimation was carried out by weighted non-linear regression according 
to Eq. (6), with the measurement points given statistical weights inversely pro- 
portional to the respective values of ~ij. 

The estimated value of the activation energy, 97.3 + 7.5* kJ/mole (23.25 kcal/ 
/mole), compares well with the values reported by other authors, e.g. [9]. 

The dehydration rates calculated from Eq. (6) are in good agreement with the 
experimental data (Table 1). 

a. Estimation of  the activation energy as a function of  the conversion degree 

The activation energy of Ba(IOa)z " H20 dehydration was estimated from meas- 
urements in 8 experiments carried out at several different heating rates (Table 4). 
The pairs of curves 3 and 4, and 5 and 6, are repeated runs that correspond to 

* All confidence intervals in this paper are given at the probability level of 0.95. 
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Table 1 

Example of experimental data and comparison of experimental CaC20~ �9 H20 dehydration 
rates with those calculated from Eq. (6) 

T ~expu, ~le. 

K x 10- ~min -x X I0- ~min -2 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

426 
446 
450.5 

440 
461.5 
467 

449 
471.5 
478 

455 
479.5 
486 

460.5 
485.5 
493 

465.5 
491.5 
499.5 

471 
496.5 
5o5 

475 
501 
509.5 

479.5 
507 
514.5 

10 
36 
63 

22 
68 

107 

31 
90 

145 

38 
110 
178 

45 
131 
211 

50 
151 
247 

53 
166 
275 

54 
173 
289 

52 
164 
283 

12 
41 
53 

21 
74 

100 

28 
98 

138 

33 
122 
169 

38 
142 
205 

43 
164 
239 

50 
178 
264 

52 
187 
276 

50 
183 
262 

ident ical  exper imenta l  condi t ions .  The differences in the average heat ing rates and  
in the convers ion rates could  be a t t r ibu ted  to some uncont ro l led  r a n d o m  dis turb-  
ances tha t  no rma l ly  occur  dur ing  experiments .  

The dehydra t ion  ra te  expressed by  Eq. (7) was fi t ted by  the l inear  least  squares  
me thod  to the exper imenta l  values o f  ~ij a t  the respective tempera tures  Tij for  11 
values o f  the convers ion degree separately.  Table  2 shows the results  o f  the es t ima-  
t ion  and  the precis ion o f  fit represented  by  the l inear  cor re la t ion  coefficient R. 

The values o f  the ac t iva t ion  energy,  as l isted in Table  2, were next  used in Eq.  (5) 
to calculate the dehydra t ion  rate.  F r o m  the differences between the exper imenta l  
and  calcula ted values o f  the dehydra t ion  rate,  the var iance  s z o f  dehydra t ion  
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rate measurements was estimated over the whole range of ~. values and approxi- 
mated by a formula 

s 2 = 0.01 ~2 (10) 

The variance given by Eq. (10) was used to calculate statistical weights w for 
the experimental points, according to the formula 

w = k / s  2 (11) 

where k = proportionality factor. 
From the weighted experimental data, the adjusted estimates of the activation 

energy and their respective confidence intervals were determined according to 
Eq. (5). Since Eq. (5) is non-linear with respect to the activation energy, the weight- 
ed non-linear regression technique described in [4] was used to find the optimum 
activation energy estimates. 

The confidence intervals and the linear correlation coefficients in Table 2 in- 
dicate that for the conversion degrees 0.05 and 0.1 the experimental data are 
widely scattered. Therefore, further calculations were restricted to the conversion 
range 0.2-0.95.  

The estimation of the average activation energy over the chosen range of c~ 
was performed by the weighted non-linear regression procedure according to 
Eq. (6). As shown in Fig. 1, the values of the activation energy for the individual 

Table 2 

Activation energy of Ba(IOa)2 �9 H20 dehydration for succesive values of conversion degree 

Conversion 

0.05 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
0.95 

0.2--0.95 

Activat ion 
energy 

E 1 

linear regression 

kJ/rnole 

90.9 
81.6 
72.4 
73.3 
69.1 
67.0 
68.2 
71.2 
71.6 
73.3 
71.2 

Activat ion Confidence Linear correla- 
energy interval t ion coefficient 

E z ++. A E  R 

nonlinear regression 

k J/mole k J/mole 

92.1 63.6 
83.7 56.1 
71.6 36.4 
72.4 22.6 
67.4 18.4 
66.2 18.8 
66.6 15.5 
70.8 13.8 
69.5 13.8 
70.3 14.2 
70.8 17.6 

68.2 a 4.6 

0.82 
0.85 
0.91 
0.96 
0.97 
0.96 
0.98 
0.98 
0.99 
0.98 
0.98 

1 according to Eq. (7) 
2 according to Eq. (5) 
3 according to Eq. (6) 
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I 
16C - -  

m 12C 

80  

6C 

4C 

2O 

Eav=68.2-'z 46 kJ/mole 

r L [ , r , I J ' 
02 O& 06 0 8  1'0 

o, 

Fig. 1. Activation energy of Ba(IO3)2 �9 H20 dehydration as a function of conversion degree. 
Vertical bars denote 95 % confidence intervals 

degrees of  conversion are within the confidence interval for the average activation 
energy. Therefore, the activation energy of Ba ( IQ)  2 �9 HzO dehydration can be 
considered constant, 68.2 __+ 4.6 kJ/mole (16.3 kcal/mole). 

b. Kinetic model 

The same experimental data as in the previous section were used to determine 
the form of the function f(c 0 and to estimate the function parameters. It is worth 
noting however, that grouping of the data was not essential to these calculations. 

The estimation of parameters was carried out using Eq. (3), with various ver- 
sions of  the function f(c0, corresponding to different tentative kinetic models. 
The initial guesses of  the parameters for the iterative weighted non-linear regres- 
sion were calculated by the linear least squares method applied to the logarithmic 
form of Eq. (3), which is linear with respect to the parameters. 

Two measures were used to discriminate between various kinetic models: 
the least squares criterion, i.e. the weighted sum of squared deviations from the 
experimental dehydration rates, and the agreement of  the activation energy in 
the model with the value 68.2. kJ/mole found independently of the functional 
from of f (e ) .  

Since the experimental data were designed to separate the information on 
activation energy f rom that on f(c0, the two criteria were in good agreement; 
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it can be shown, however, that  for a single experimental run, a complex model 
may best fit the data while having an unreasonable activation energy value [4]. 

The best fit of  the experimental data was achieved, as expected, with the purely 
empirical, five-parameter model  (Table 3), but  a good  approximat ion of  the 
Ba(IQ)2  �9 H20  dehydrat ion rate was also obtained with a simple, three-param- 
eter model 

= e x p ( - 6 5 . 3 / R T  + 19.3) (1 - ~)3/~ (12) 

where the activation energy is expressed in kJ/mole. 
The value of  the activation energy in Eq. (12) lies within the confidence limits 

for the independently determined activation energy. 
In  order to assess the effect of  the experimental data range on the precision 

o f  estimation, the activation energy and the other kinetic parameters of  Eq. (12) 
were estimated by the weighted non-linear least squares method f rom the individual 
experimental runs. The results, summarized in Table 4, show that  the differences 
between the estimates are significant even for the runs corresponding to similar 
experimental conditions. 

It  is worth noting that  the estimate of  the activation energy computed  as an 
average f rom the eight individual curves is significantly lower then the value 
estimated f rom all the curves simultaneously. The same is true for the other kinetic 
parameters. The result has to be attributed to a high correlation between the model  
parameter  estimates calculated f rom the individual thermal curves. This corre- 
lation is reasonably reduced when the estimation is based on all the data used 
simultaneously. 

In  the next calculations (Table 5), in which the function exponent was fixed, 
the discrepancies between the values of  the activation energy estimated f rom the 

Table 3 

Parameters of the kinetic model of Ba([O3)2 �9 H20 dehydration estimated by weighted nonlinear 
least squares for various forms of function f(c0 in Eq. (3) 

E. In k0 m n P Weighted sum of 
f(r kJ/mole squares criterion 

( 1 -  ~)21z 
( 1 -  ~)m 

(-- In (1 -- ~))P 

( 1 -  ~)"~" 

( 1 -  ~)m(__ In (1 -- a)) p 

~"(-- In (1 -- ~))P 

(1 -- ~)m~"(-- in (1 -- cO) p 
( 1 -  ~)1/3/(1- ( 1 -  ~)11z) 
( 1 -  c02tz/(1- (1 -- a) 1~3) 

61.1 

65.3 

70.3 

67.8 

67.8 

67.8 

68.2 

86.2 

104.7 

17.8 

19.3 

I 19.8 

20.0 

20.0 

20.2 

19.4 

24.1 

30.3 

0.75 

0.69 

0.63 

1.90 

-- 0.22 

0.90 

--0.19 1 
2.0 -- 2.04 

--4.17 3.62 

94.2 

84.2 

237.8 

76.0 

76.7 

84.7 

70.1 

217.1 

348.2 
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Table 4 

Activation energy of  Ba(IO3)~ �9 H20 dehydration estimated from individual thermograms 
using model 

g = k o exp (-- E/RT)(1 -- ~)m 

I. Simultaneous estimation of E, In k 0 and m 

Thermal  curve 
No. 

I 
2 
3 
4 
5 
6 
7 
8 

Average 

1-- 81 

Average l 
heat ing rate I E 

~  kJ /mol~ - ~ -  

1.35 
2.35 
3.00 
3.90 
6.30 
6.43 
8.20 
8.83 

s~/E 

62.8 0.36 18.2 
57.4 0.26 16.7 
51.1 0.24 14.7 
57.4 0.19 16.5 
56.1 0.15 16.5 
56.5 0.15 16.2 
57.8 0.13 17.0 
47.7 0.16 13.7 

55.9 -- 16.2 

65.3 0.03 19.3 

0.42 
0.30 
0.28 
0.22 
0.17 
0.17 
0.15 
0.18 

0.03 

0.72 
0.75 
0.63 
0.54 
0.68 
0.64 
0.69 
0.61 

0.66 

0.75 

sm[m 

0.33 
0.24 
0.24 
0.22 
0.16 
0.16 
0.15 
0.17 

0.04 

Pg, re 

0.92 
0.92 
0.92 
0.90 
0.91 
0.90 
0.90 
0.91 

0.75 

Sum of  
squares 

0.27 
0.08 
1.29 
0.63 
0.62 
1.59 
5.24 
2.07 

1.47 

84.2 

s -- estimate of standard deviation 
sE/E -- relative standard deviation (variation coefficient) 
PE;m -- coeff• of correlation between E and m estimates 
1 Estimation based on all the curves simultaneously 

Table 5 

Activation energy of  Ba(IOa) ~ �9 H20 dehydration estimated from individual curves using model 

= k 0 exp ( - E/RT)(1 -- a)m 

II. Estimation of activation energy with other parameters fixed 

Thermal  curve 
No.  

1 
2 
3 
4 
5 
6 
7 
8 

Average 

m = 0.75 m = 0.75, lnko = 19.3 

E se]E I' I n k  o I l n k -  ~slnk~ 

- 

65.7 
57.8 
60.3 
74.5 
61.5 
64.1 
62.8 
57.8 

63.1 

Sum of  
squares 

0.13 
0.10 
0.08 
0.07 
0.06 
0.06 
0.05 
0.06 

i 

E 

I kJmo,  

19.2 
16.9 
17.8 
22.2 
18.3 
18.8 
18.6 
17.0 

18.6 

0.15 
0.11 
0.09 
0.07 
0.06 
0.06 
0.06 
0.06 

0.30 
0.08 
1.92 
3.60 
1.06 
2.65 
5.70 
4.06 

2.42 

65.7 
65.3 
64.9 
65.3 
64.5 
65.3 
64.9 
65.3 

65.2 

se/E 

0.032 
0.025 
0.023 
0.021 
0.019 
0.019 
0.018 
0.018 

Sum of  
squares 

0.30 
1.69 
2.68 
6.78 
1.75 
2.78 
6.08 
8.31 

3.80 
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different curves were much lower. The average value of the activation energy was 
also close to the value based on the simultaneous estimation. 

Finally, calculations were made (Table 5) in which only the activation energy 
was estimated and the other parameters were fixed. In this case, the values of the 
activation energy determined f rom different experimental runs were within the 
range 64 .5 -  65.7 kJ/mole. 

In all calculations performed, the precision of the estimates (expressed by 
relative standard deviations) was better for thermal curves with higher heating 
rates. The minor expections from this rule for curves 7 and 8 are a result of  non- 
linearities in the heating programs. 

Conclusions 

By grouping the experimental data according to the values of the conversion 
degree it is possible to estimate the activation energy as a function of the conver- 
sion degree, or the average value of the activation energy, without assuming the 
form of the kinetic model. Such an independently estimated, average value of the 
activation energy may be used as a reference value for discriminating between 
different kinetic models of  thermal decomposition. 

The precision and accuracy of estimation of model parameters depend on the 
range of the experimental data and on the accuracy of the assumed model. As a 
rule, a series of experiments at several heating rates is needed to determine precisely 
the activation energy and the form of the kinetic model together with its param- 
eters. 

When a sufficiently broad range of experimental data taken at different heating 
rates is used in calculations, the least squares criterion is sufficient to discriminate 
between rivalling kinetic models. The better the fit to the experimental data, the 
more accurate the estimates of the activation energy. 

This is not true, however, when a single curve is taken for calculations. The more 
parameters to be estimated in an approximate model, the more they are influenced 
by random disturbances in the experiment, and the less reliable are the estimates. 
An estimation based on averaging the estimates from individual curves can lead 
to wrong results. 

The data f rom a single non-isothermal run can be properly used to estimate 
the activation energy only when definite a priori  knowledge is available about 
the reaction mechanism, perhaps from theoretical consideration or f rom previous 
studies of the process. The precision of estimates is better for thermal curves with 
higher heating rates. 

The most accurate and precise results can be obtained by using a non-linear 
estimation approach based on an adequate kinetic model and on all the curves 
simultaneously. 

J. Thermal AnaL 17, 1979 



LEYKO et al.: ON THE ACCURACY AND PRECISION 273 

References 

1. J. ~,~ESTAK, V. SATAVA and W. WENDLANDT, Thermochim. Acta, 7 (1973) 333. 
2. J. SESXAK and G. BERGGREN, Thermochim. Acta, 3 (1971) 1. 
3. J. H. SEINFELD and L. LAPIDUS, Process Modeling, Estimation and Identification, Prentice- 

Hall, 1974. 
4. R. SZUNIEW~CZ and A. MANITIUS, Chem. Eng. Sci., 29 (1974) 1701. 
5. Y. BARD, Nonlinear Parameter Estimation, Academic Press, New York 1974. 
6. H. C. ANDERSON, J. Polymer. Sci., Part C, 6 (1964) 175. 
7. I-I. L. FRIEDMAN, J. Polymer. Sci., Part C, 6 (1964) 183. 
8. A. G. MERZHANOV, V. V. BARZYKIN, A. S. SHTEINBERG and V. T. GONTKOVSKAYA, Thermo- 

chim. Acta, 21 (1977) 301. 
9. J. SIMON, J. Thermal Anal., 5 (1973) 271. 

R~su~t~ --  On s'est servi d'une 6nergie d'activation estim6e ind6pendamment et du crit6re 
des moindres carr6s pour choisir parmi les diff6rents mod61es cin6tiques propos6s pour la 
d6composition non-isotherme d'un corps solide. On a montr6 que les deux crit6res sont en 
bon accord, pourvu que les donn6es portent sur un grand nombre de courbes TG obtenues 
avec diffdrentes vitesses de chauffage. 

On discute les conditions n6cessaires pour d6terminer de mani6re exacte et precise l'6nergie 
d'activation et les autres param6tres mod61es en utilisant la m6thode par approximations non 
lin6aires. 

Des calculs effectu6s sur des r6sultats d'exp6riences obtenus dans le cas de la d6shydratation 
de CaC, Oa �9 HzO et de Ba(IO~)~ �9 H~O viennent ~t l 'appui de la discussion. 

ZUSAMMENEASSUNG - -  Die (3bereinstimmung zwischen der gesch/itzten und einer unabh/ingig 
kalkulierten Aktivierungsenergie sowie das Kriterium der kleinsten Quadrate wurden als 
alternative Kriterien zur Unterscheidung zwischen konkurrierenden kinetischen Modellen 
der nicht-isothermen Zersetzung eines Festk6rpers herangezogen. Es wurde gezeigt, dab die 
beiden Kriterien gut tibereinstimmen, wenn sich die Daten auf ein weites Gebiet yon Thermo- 
grammen verschiedener Aufheizgeschwindigkeit erstrecken. 

Die Bedingungen zur Bestimmung :/iuBerst genauer und pr/iziser Sch/itzwerte der Akti- 
vierungsenergie und der anderen Modellparameter durch nichtlineare Sch/itzungsn/iherung 
wurden er6rtert. 

Diese Er6rterungen wurden dutch Berechnungen aus Versuchsergebnissen der Dehydrati- 
sierung yon CaC~Oa �9 H20 und Ba(IOz)z �9 H~O best/itigt. 

Pe310Me - -  Cor~iacrle MCXC~y ot~eftOKHblMI~ I,I He3aB!4CHMO BbIqI~G.rleHHbIM 3HaqeH~teM 3HepF~I~I 
aKTI, IBalLrlrI, a TaK~ce MeTO~ rlaHMeHbmKx I(Ba~paToB 6b~H l~lcnoYm30Barlr~i raK aJILTepi-iaTrlBnbi~ 
ICprlTeprll~ ~ym pa3arlm4:~ KOrlKyperlTnl, IX icJ~rleT~ecKrlx Mo~eJIe~ HeiI30Tepi'cvvi~iecKoro pa3JIo~e- 
rma TBep)xI~lX Te:I. Hora3arlo, ~TO aTI4 ~Ba rp~iTepr/a xopoulo coraacyloTC~, xor~a ~anrIble co- 
,~epxaT almporyro 06:Iacr~, TepMorpaMM C pa3YlI~lqI-II,IMI, f cEopoCT~MIi HarpeBa. O6cyx~enm ycao- 
Brln ot~pe~eJIeHrla nari60~Iee TOqHBIX I~I coBepmeni-iSlX oI~eHoIC 31tepFr, g aKTrlBai~ari i~ ~pyrrix MO- 
~e.rlbHbIX napaMeTpoB c noMonuaIO rleytI~ne~Inoro olLerlo~ioro nprI6JImXerlrtn. O6cy~ei-irle 6biJlO 
IIO,~TBep~eI-IO BBIKHc2IeHI'I~I'cm, npoBe)~eHl-IBIMl~I C 3KcneplaMeHTaabnt,IMrt pe3yJIBTaTaMI~I ~er~I~pa- 
Tattrlrl CaC20~ �9 H20 rI Ba(IO3) 2 . H20. 
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